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Introduction

Code generation

- Kernel code defined by parameters such as

- Accelerated BLAS (Basic Linear Algebra Subroutines): essential for many HPC
. Kernel dimensions (size of the C-tile worked on by the pkernel in elements times elements, i.e 8x6, 16x10)

applications and beyond

- Modern BLAS superset implementation: BLIS
(https://github.com/flame/blis)

. Accelerates nearly all BLAS3 methods with optimized GEMM microkernel
. GEMMTRSM + BLAS1 kernels for full acceleration

- Microkernels usually handwritten and hand-tuned to microarchitecture

- Our approach: Automate kernel generation!

— Generate ARM SVE and RISCV RVV SGEMM and DGEMM kernels; benchmark on

Fujitsu A64FX, Allwinner D1, EUPILOT VEC SDV

VEC SDV DGEMM Kernel Performance

. VLA kernel size in number of vector registers times elements (i.e 2Vx10, 4Vx6)...

. Order of operations

- Future optimizations to be controlled by new parameters

. Generates O(n?) part of the microkernel (Nanokernel) as inline assembly
(Supported: x86 AVX2/512, ARM NEON/SVE, RISCV RVV 1.0/0.7.1)

- Benchmarks the pkernel in L1 or with eliminated memory accesses

= Quick prototyping and benchmarking of many kernels - focus here: kernel size

- Manually add C-tile update and scaling (O(n2) part) to the best performer to

use as BLIS microkernel

Allwinner D1 SGEMM Kernel Performance
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- Co-design with EUPILOT VEC developers

- GEMMTRSM and Level-1 kernels for full BLIS
optimization

- Full BLIS microkernel generation

- Use of Matrix-Multiply instructions (ARM SME,
Intel AMX, ...) and other relevant current and

Results
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Good utilization on A64FX; VEC architecture details considered in
further optimizations; D1 as non-HPC architecture lower
optimization priority

Our tool successfully generates highly optimized GEMM kernels for
different architectures

- Kernels for other numerical libraries (FFT)
- GPU (generate PTX, CDNA, ...)
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