We had 64-bit, yes. What about second 64-bit?
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Overview of ANR Project Maplurinum (ANR-21-CE25-0016)

The Big Picture The Goal
e Current OSes struggle to provide efficient abstractions for ® Rethink the operating system as intercommunicating
increasingly heterogeneous hardware (accelerators) satellites managing active hardware accelerators
e Scalability issues of hardware and software to a rack-scale  Future-proof it by implementing 128-bit tlat addressing
computing model where multiple blades share main memory — Rely on an open-source RISC-V extension, RV123

e Advent of load/store accessible backup store (e.g., NVM) — Impacts the whole stack from OS to micro-architecture

Architecture & Microarchitecture

Operating System & Software

128-bit Architecture
e RV128 extension as a common denominator: All agents

(CPUs, GPUs, TPUs, FPGAs) are RV128-capable

— Satellite kernels can run anywhere

Multi-kernel: constellation of active satellites

e Scalability and uniformity over hardware heterogeneity
— Make the kernel a distributed system: satellite kernels
— Satellites run on RV128 monitor cores appended to

accelerators: hardware devices become active 128-bit General Purpose Microarchitecture
Unified address space e Naively: Double datapath width (bypass, registers,
e Allow direct access of applications to the data plane: loads functional units)
and stores to unified memory space e Dennard scaling and Moore's Law not there to absorb the
— User processes get memory grants from remote satellites change anymore: Need to limit hardware cost of RV128

Machina pluribus unum — One Machine out of Many
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Perspectives

Discover the minimal ISA and adequate software interfaces for the satellite kernels

Establish the user-kernel interfaces for efficient distributed computing through the unified address space

Revisit basic operating system concepts for machine-wide, unified 128 bit address space: process, memory mapping policies, etc.
ldentify hardware requirements for adequate support of a machine-wide, distributed 128 bit address space

Propose OS-driven hardware mechanisms that replicate data between nodes and manage coherency to reduce NUMA latency
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