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NimbleAI system & Motivation 
• Designing a 3D integrated sensing-processing neuromorphic chip 

• NimbleAI system: 

1) Data is captured using a foveated DVS (Dynamic Vision Sensor) as events 

2) Events are filtered and accumulated as frames based on their Visual Path 

3) The NoC distributes the frames to a back-end processing engine: 

 A neuromorphic accelerator with DVFS (Dynamic Voltage and Frequency 

Scaling) 

 Dedicated RISC-V CPUs coupled with an in-memory computing SRAM 

4) Results computed are sent to the host CPU 

• Main challenge is the platform’s adaptability to optimize energy efficiency based 

on the application characterization and the platform’s runtime status. 

• This is achieved by integrating a tiny controller, named SafeTCo (Safety Controller) 

or TinyCo (Tiny Controller) 

SafeTCo takes optimizations decisions based on thresholds (set by the user) and current 

status of the platform. Currently, we have two sources of system feedback: 

SafeSU: As a monitoring unit, the SafeTCo will read the statistics recollected from the NoC 

by reading the internal counters of the SafeSU. SafeSU can also trigger interruptions on 

the core if needed. 

Interface used: AXI4   

 

Number of events per frame: As a method to retrieve information of the input data, the 

E2F will send this information that can be used to modify the DVFS or change the backend 

processing unit. 

Interface used: Custom signals 

• SafeTCo is a 32-bit RISC-V Core written in Verilog with separated data and instruction memories 

• Data memory contains a region reserved for the system configuration 

• SafeTCo operation 

1. Host CPU initialize the system configuration and allows the user to modify it 

2. SafeTCo is also connected to multiple system points to receive runtime feedback from the system 

3. During runtime SafeTCo can adapt the system with modifications on different components to     

improve energy efficiency 

NimbleAI platform orchestration 

Certain NimbleAI components can be reconfigured during runtime: 

 

NoC reconfiguration system: NimbleAI components are organized in 

tiles.  

NoC routers allow runtime reconfigurations including: QoS rules, activa-

tion/deactivation of virtual channels, …  

Achieved by sending reconfiguration messages.  

Interface used: AXI-Stream with custom header message 

 

Foveation Controller: Front-end configuration of the platform is  

centralized in one component. Reconfigurations include:  

• Size of the Regions Of Interest (ROI) 

• Event filtering tunning 

• Frame rate creation 

• Target consumer for each frame 

Interface used: AXI4 

 

SafeSU:  Activity monitor tracking the NoC traffic, to provide feedback 

and detect safety/security threats. Requires initial configuration: counters, 

thresholds, interruptions.  

SafeTCo will retrieve data periodically accessing the internal counters us-

ing the SafeSU AXI subordinate interface. 

Interface used: AXI4   

 

Neuromorphic accelerator DVFS: By changing its frequency or voltage, 

there is potential to gain energy efficiency (e.g., processing time vs frame 

rate) 

Interface used: Custom interface 

Runtime reconfiguration Interfaces 
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