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B Increasing demand for real-time data processing in reliability-critical applications, such B Develop an adaptable and resilient system for reliability-critical applications.
as aviation and aerospace. . .
B Enable on-demand reconfigurable redundant system allocations under harsh
B Overcoming limitations of traditional static fault mitigation methods. conditions.
B Requirements for real-time reliability monitoring networks. B Implement an on-board monitor network for enhanced system monitoring.
B Addressing the dynamic reliability needs of systems to ensure optimal operation under B Realize real-time dynamic tradeoffs between system reliability, power consumption
normal and severe conditions. and performance.

Next-Gen TETRISC SoC Overview
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S 2 The system architecture of the new TETRISC SoC. Radiation testing planned for the target ASIC design
™ Example of the optima‘]E modé selection for this chip.

On-chip Reliability Monitor Network
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™ Temperature Monitor. I Block diagram of the HiRel Framework Controller.

GNN-Based Selective Harden & Fault Simulation Prediction
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B The Graph Neural Network (GNN) model is represented by three matrices  ous- . O Negative node Gl Y O s
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> Feature matrix: represent the features of each flip-flop; e 2000 8 ™ Using STGCN to Predict SEU Fault Simulation Results
» 0.100 3
» Adjacency matrix: represent the connections of flip-flops; § 00751 .- B Objective: Accelerate SEU fault simulation using Spatio-temporal
» Edge tensor: represent the feature of edges between FFs 0.050- 500 : Graph Convolutional Networks (STGCN).
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: ( ) : ; : . . 00009 ¢ . . . . ° B Results: The approach achieves over 95% accuracy, significantly
SEU faults propagating to observation points. It is calculated based on fault o0 02 @4 06 03 ducine simulation time b 60%
simulation results. I Trade-off between SIFR and selected FFs. reaucing simulation time by up to 0
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