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6. Conclusions & Future Work
Conclusion:
- We propose a minimal ISA extension for interference-free HW resource partitioning.
- Preliminary results suggest low hardware costs and a minimal performance overhead.

Future Work:
- Extend evaluation to further system components. (e.g. AXI [4], LLC, DRAM controller)
- Create consistent semantics and specification.
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4. Example: CPU
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Channel! No channel!

3. Extending CBQRI

Flushable capacity units: Mechanism(s) to write back
dirty state and clear capacity unit.

No inter-block accesses: Do not return hits from a
capacity unit allocated to another domain. 

System-level ubiquity: All HW components comprise
one or more flushable capacity units. 

Lifecycle: Flush capacity units between allocations.

Time padding: Mechanism(s) to enforce constant
context-switch latency.

CBQRI: RISC-V Capacity and Bandwidth Controller
Quality-of-Service Register Interface [1]
- Proposes to split HW resources into capacity units.
- Memory requests are tagged with recource control

IDs (RCIDs)
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2. Solution: Temporal & Spatial Partitioning
Hardware Resource
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when being reallocated.
(temporal partitioning)
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1. Problem: Timing Interference
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General Concept:
- Applications compete for shared hardware resources
- Timing channels levarage timing interferences to

transfer information, bypassing security
boundaries.

- Interference can cause deadline misses in mixed
criticality systems.

Timing Channel Example:
- Trojan: utilise cache depending on

secret.
- Spy: measure execution time.
- Spy’s measured execution time depends on

Trojan’s cache utilisation depends on secret.
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