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Features & Performance

* Support model inference on both the cloud and device. We use INT4 Quantization method of AWQ and develop an APP for
* Support for multiple heterogeneous platforms like GPU and  Llama. Finally, the generation speed is 4.01 token/s and memory
CPU. footprint of the model is 3.7GB.
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= User:Give me more information about OpenBlas?
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ry that is licensed under the GNU Lesser General
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User:Give me some suggestion about how to optimiz

e code in GPU.
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Core Operator Tuning

Low Precision Quantization

We use AWQ(Activation-aware Weight Quantization) method, The main bottlenecks in large model inference are the GEMM

iny quantizing the weights. For the FI.)16 quel, we guantlzes it operator and GEMYV operator. PerfXLM optimizes for both. The
into INT4 to reduce the memory footprint, which now is a quarter

of the original. The adopted parameter group size is 128, the
scale parameter and zero parameter only require an additional * Perform data chunking to improve data reuse.
storage of about 1% of weight matrix size.

main optimization strategies are as follows:

* Vectorized memory access.

Weeis QW) e Unroll the core loop manually.
puspipishid * Only need to deal with 1%  Parallelize multiple dimensions to improve parallelism.
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Operator Fusion

The operator fusion operation performed by PerfXLLM 1s mainly reflected in I

three parts: ; \ / ~E A

* PerfXLM fuses the addition operation and normalization operation of the m m m e Gk
residual network. | - | - - —

* PerfXLM fuses the three matrix multiplication operations to generate
matrix Q, matrix K, and matrix V into one, and use the matrix
multiplication operation of larger dimension. an

* PerfXLLM combines all the operations in self attention into one operator.




