Integration of a CGRA Accelerator with a
CVAG6 RISC-V Core for the Cloud-edge
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In the context of the development of adaptable nodes for the cloud-edge continuum, this work integrates a Coarse-
Grain Reconfigurable Array (CGRA) accelerator with an application-class RISC-V processor on a System on Chip. The
resulting platform is deployed on an FPGA, and its performance is evaluated when accelerating a set of relevant tasks,
both In a bare-metal environment and under a Linux operating system.
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